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Abstract-A system that recognizes and authenticates the voice 
of a user by extracting the distinct features of their voice 
samples is usually termed as Voice recognition system. Voice 
identification is carried out by converting the human voice 
into digital data. The digitized audio samples then undergo 
feature excerption process to extract Mel Frequency Cepstral 
Coefficients features. These coefficients are subjected to 
feature matching through Dynamic Time Warping to match 
with the patterns existing in the database for limited Tamil 
words. This paper focuses on a secure system that deploys the 
voice recognition for a natural language (Tamil) by combining 
the digital and mathematical knowledge using MFCC and 
DTW to extract and match the features to improve the 
accuracy for better performance. 
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I. INTRODUCTION 
Speech and Voice Recognition are the emerging scope of 
security and authentication for the future. Now-a-days text 
and image passwords are prone to attacks. In case of the 
most commonly used text passwords, users are required to 
handle different passwords for emails, internet banking, etc. 
Hence they tend to choose passwords such that they are 
easy to remember. But they are vulnerable in case of 
hackers. In case of image passwords, they are vulnerable to 
shoulder surfing and other hacking techniques. Advances in 
speech technology have created a large interest in the 
practical application of speech recognition. Therefore this 
system provides the users with the appropriate and efficient 
method of authentication system based on voice 
recognition. 
Humans are always comfortable to communicate in their 
natural language. Communication is an integral part of 
human life, also a symbol of identity and authorization. 
However in case of computer, human interaction, language 
accent and dialects differ for different set of people. 
The existing voice recognition systems are limited to the 
English language and its accuracy depends on whether the 
user is a native speaker or not and how much close the 
users’ language commands are to the trained dataset. The 
proposed system for the natural language allows the users 
to select a password in the Tamil language which can be 
easy to remember for the native speakers. This system is 
mostly concerned on “who is speaking?” rather than “what 
they are speaking?” and hence it acts as a speech based 
authentication system. 
 

II. METHODOLOGY 
The analysis of a voice is performed by getting the input 
audio samples through a microphone from a user. Speech 
Recognition system for natural language can be achieved 
using two important phases such as Feature Excerption 
phase and Feature Matching phase. Feature excerption is 
the process of deriving the required data while discarding 
the noise and other disturbances in the sample. In the 
feature matching phase the MFCC features of voice signal 
are compared with the reference templates in the database 
that contains the user details with the help of Dynamic 
Time warping (DTW) [2] [6] .The Reference templates are 
created by continuously training the system with Tamil 
words and by the users at the time of sign up in to the 
system. 
1. FEATURE EXCERPTION 
Feature Excerption extracts features from voice samples 
that are unique to each individual which can be also used to 
differentiate various speakers. The voice samples of the 
speakers can vary with respect to their dialect, context, 
style of speaking and their emotional state [9]. Therefore 
excerption of the voice samples and representing them in 
an appropriate form is an important task as it can improve 
the recognition performance efficiently. Many algorithms 
such as Mel Frequency Cepstral Coefficients (MFCC), 
Human Factor Cepstral Coefficient (HFCC) and Linear 
Predictive Cepstral Coefficients (LPCC) can be used for the 
feature excerption [12]. The secure system proposed here 
uses Mel-frequency Cepstral Coefficients (MFCC) which 
has less complexity and provides high accuracy results. 
MFCC are the coefficients obtained by performing the 
processes as shown in Fig.1.1 on the digitized voice 
samples. The complete process of feature excerption 
consists of a set of computational steps having its own 
functionality and mathematical approach for easier 
processing. 
 
 
 
 
 
 
 
 
 
 
 

Figure1.1 Feature Excerption process 
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1.1 Pre-emphasis 
The voice signal recorded by the user is taken as the input 
in this first phase feature excerption. Most of the recorded 
audio samples contain noise due to the disturbances in the 
recording environment. The noise and the silence in the 
audio samples should be removed before the features are 
extracted. Hence, the part of the signals with very high or 
very low amplitude is removed. A high order filter is used 
to pre-emphasize the voice sample [2]. 
Y (d) = X (d) – C * X (d-1) 
Where X (d) is the input signal, Y (d) is the output signal 
and C is a constant with value between 0.9-1.    
1.2 Framing 
Framing is a process of fragmenting the samples into small 
frames with lengths of about 20 to 40 milliseconds. The 
pre-emphasized signal is divided into number of frames 
with each having A samples so that each frame can be 
processed in quick succession of time instead of analysing 
the complete signal at once and hence decreasing the 
complexity [12]. Neighbouring frames can be separated 
using M (M<A) [5]. Since overlapping can be done on each 
individual frames, hamming window is preferred to avoid 
some information in the initial and final parts of the frame. 
Overlapping puts these data back into the derived features 
[12] [4]. The frame size is usually in the powers of 2, 
otherwise zero padding is done such that the signal is 
flexible for the further process. 

 
Figure 1.2 Framing of the voice sample 

 
1.3 Windowing 
Windowing is a process of integrating all the frequency 
lines that are close to each other in order to avoid any 
discontinuities and distortions at the initial and final parts 
of the each frame. When FFT is used on voice samples, it 
assumes that signal gets repeated and so the final part of 
one frame does not get connected with the initial of the 
next frame easily [5]. There occurs some disturbance on the 
frame at regular intervals. This can be overcome by 
windowing which makes the end of each frame smoother to 
get connected with other frames without any complications. 
The commonly used window in speech recognition is the 
Hamming Window defined as H (d) 
H (d) = 0.54 - 0.46 cos (2πd/D-1), 0 ≤ d ≤ D-1 
The processed signal is obtained by the relation,  
Y (d) = X (d) * H (d) 
 here D = number of samples in each frame, Y (d) = Output 
signal, X (d) = Input signal.  

1.4 Feature Representation 
In feature representation, the audio samples obtained from 
the speakers are converted into Mel-Frequency Cepstral 
coefficients. Feature representation is performed using Fast 
Fourier Transform (FFT), Mel-Filter Bank processing and 
Discrete Cosine Transform (DCT). 
1.4.1 Fast Fourier Transform 
FFT is employed to calculate DCT and its inverse. The FFT 
converts the signal from time function to frequency 
function. The fragmented frames are converted from time 
function into frequency function [4]. The transformation is 
performed by the following equation: 
Y (r) = F [H (i) * X (i)] = H (r) * X (r) 
Fast Fourier Transform computes the features of spectral-
domain of the speech. Number of FFT elements is equal to 
the size of the time sample. The FFT is calculated 
separately for each frame as real and imaginary parts and 
the magnitude of the spectrum is calculated. 
1.4.2 Mel Filter Bank Processing  
Mel filter banks are used to map the powers of the 
cepstrum calculated to the Mel scale. The reference 
between the Mel frequency Cepstral scale and frequency 
scale (Hertz) is given by 1000 Mel to a 1000Hz tone [9]. 
f (Mel) = [2595 * log10 [1 + f/100]] 
1.4.3 Discrete Cosine Transform 
DCT works by converting the signal from frequency 
function (Mel) to time function resulting in coefficients 
called as the Mel Frequency Cepstrum Coefficients. The 
mathematical representations for this conversion are given 
as follows: 
                                              Log Y = c (d) cos (((2n+1) d 
π)/2n) 
Where f (Mel) is Mel-frequency, Y is MFCC, D is the 
number of samples, n is the number of frames.  
          
2. FEATURE MATCHING 
The feature excerption process is followed by the feature 
matching phase. In feature matching, the comparison of 
MFCC coefficients of both speech and voice samples with 
the coefficients stored in the database obtained from feature 
excerption occurs. In this system for natural language, 
feature matching is performed under two different 
situations namely Login and Sign up which are very much 
necessary for ensuring the authenticity of the users. There 
are different feature matching techniques such as Hidden 
Markov Model (HMM), Neural Networks Vector, 
quantization and Dynamic Time Warping (DTW). The 
speech based system for natural language employs feature 
matching using the concept of DTW. 
2.1 Dynamic Time Warping (DTW) 
DTW is an algorithm that focuses on matching two 
sequences of feature vectors by repetitively shrinking or 
expanding the time axis till an exact match is obtained 
between the two sequences. It is generally used to calculate 
the distance between the two time series that vary in time 
[13].  
A real time application of DTW in the voice recognition is 
that, it should be able to recognize the user’s voice even 
when spoken at different speeds. In order to check the 
similarity between two voice signals or the time series are 
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warped non-linearly [5] .In other words we can say DTW is 
an optimal algorithm that looks for the similarity between 
two signals i.e., similar patterns. When the time series are 
wrapped, the time series or the signals are either 
“stretched” to match with the template available in the 
database when the speaker speaks fast or “shrunk” when 
the user speaks slowly since even with a small shift of the 
signal points leads to incorrect identification.  
The similarity between the signals are identified by 
calculating distance or the difference between the each pair 
of the Mel-Frequency Cepstral Coefficient features 
extracted in the Feature Excerption phase of this system. 
Consider two time series of feature vector calculated as, 
          G {g1, g2…gn} and K {k1, k2…kn} 

 
Figure 1.3 Warping of two time series 

The figure 1.3 shows the two time series that is being 
wrapped non-linearly. In the time series G and K, the time 
series K seems to have taken a longer time, that is the user 
have spoken slowly. Each Vertical line of the same distance 
connects between the corresponding points in the time 
series G {g1, g2…gn} and K {k1, k2…kn}. The line would 
have been straight vertical lines if the time series are 
identical ad also no warping is necessary [4]. This 
algorithm calculates the similarity by using the Euclidean’s 
distance formula as follows, 
d (g,k) = |g-k| = [(g1-k1)

2+(g2-k2)
2+…..+(gn-kn)

2]1/2 

Mathematically, the two series are aligned by using an n-
by-m matrix where the fth and sth element contains the 
distance d (gf, ks). [5] .The warping distance is calculated 
by, 
D[f, s] = min [D(f-1,s-1),D(f-1,s),D(f,s-1)]+d(f, s) 
It calculates the warping path which is the measure of the 
differences between the two voice samples. The two 
identical sequences after the warping will have the distance 
of zero when the voice signals are extracted from an 
environment, the distance will not be accurate but will be 
approximate. 
In the proposed authentication system the feature matching 
phase is used in two ways such as when the users sign up 
into the account for the first time and when the users login 
to the account each time. When the users sign up the 
system requires the user to repeat the password twice and 
the system checks for the matching of these two samples to 
ensure that the password is correct and then it is again 
compared with the reference templates that is already 
stored in the dictionary for Tamil words to identify that 
word. After the speech recognition, the MFCC features 
calculated for this user is stored in the database. During 
each login process, the voice sample is recorded and is 
compared with the reference template created for the user 
at the time of sign up. 

III. EXPERIMENTAL RESULTS 
The results obtained by experimenting both MFCC and 
DTW in this proposed speech based authentication system 
for natural language are used for two functions namely sign 
up for the new users and login for the existing users. Sign 
up is generally a training session to train the system and 
create template for the new user. 

Figure 1.4 Sign up page 
 

In the sign up session, the user is made to create their 
password and to repeat it for confirmation. After the 
confirmation the average of the MFCC is taken and is 
compared with the features of Tamil words already stored 
in the dictionary to identify the corresponding word. 

 
Figure1.5 (a) MFCC of the word “vanakkam” 

 

 
Figure1.5 (b) identified word is displayed in the signup 

session 
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Figure 1.6 Login page 

 
In the login session, when the users login with their voice 
password the feature excerption phase extracts the features 
which is then compared with corresponding users’ MFCC 
features stored in the database during the sign up session. 
Login session is actually a testing phase. The DTW 
algorithm used in feature matching phase compares both 

the MFCC features and calculates the warping distance 
between them. The small warping distance ensures the 
authenticity of the users. 
When the user’s voice is matched with the reference 
template the user can successfully login to their account. 
 

IV. ANALYSIS 
This paper describes about the speech-based voice 
authentication system that identifies the Tamil words and 
the voice of the users. It employs secure system for natural 
language Tamil. An analysis when the Tamil words 
‘Vanakkam’, ‘Nandri’, ‘Tamil’, ‘Nila’ and ‘Nalvaravu’ are 
spoken by different users.  
Comparative Analysis 
A comparative study on the Tamil words spoken by 
different users is represented using a bar chart to depict the 
warping distances for each word in the following figures. 
The password match is found to be exact when the warping 
distance is small. 
 

 

 
Figure 1.7 Warping Distance obtained for each user 

 

 
Figure 1.8 Analysis of the system accuracy 
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V. CONCLUSION 
This paper explains about the speech based voice 
authentication system for Tamil language that has two 
major phases, feature excerption phase and feature 
matching phase. In the feature excerption phase, the system 
extracts the MFCC features from the voice input sample. In 
the feature matching module it identifies the Tamil words 
and the user using the Dynamic Time Warping algorithm 
that computes the warping distance between two time 
sequences. The two time series is similar when the warping 
distance between them is very small. Thus the system 
creates the voice password using Tamil words.  
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